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Abstract—An image is worth a thousand words. Many researchers have conducted extensive studies to understand visual emotions since an increasing number of users express emotions via images and videos online. However, most existing methods based on convolutional neural networks aim to retrieve and classify affective images in a discrete label space while ignoring both the hierarchical and complex nature of emotions. On the one hand, different from concrete and isolated object concepts (e.g., cat and dog), a hierarchical relationship exists among emotions. On the other hand, most widely used deep methods depend on the representation from fully connected layers, which lacks the essential texture information for recognizing emotions. In this work, we address the above problems via adaptive deep metric learning. Specifically, we design an adaptive sentiment similarity loss, which is able to embed affective images considering the emotion polarity and adaptively adjust the margin between different image pairs. To effectively distinguish affective images, we further propose the sentiment vector that captures the texture information extracted from multiple convolutional layers. Finally, we develop a unified multi-task deep framework to simultaneously optimize both retrieval and classification goals. Extensive and thorough evaluations on four benchmark datasets demonstrate that the proposed framework performs favorably against the state-of-the-art methods.

Index Terms—Visual sentiment analysis, affective image retrieval, deep metric learning, convolutional neural network.

I. INTRODUCTION

With the rapid development of digital technology and social networks, the scale of uploaded visual content has explosively grown. According to psychological theories [2], images can evoke various emotional stimuli for human viewers. It is significant and interesting to understand visual emotion due to its broad potential applications including emotion-based image retrieval (EBIR) [3], aesthetic quality categorization [4], and opinion mining [5], [6], [7], etc.

To date, many approaches have been proposed for classifying [8], [9] and retrieving [10], [11] affective images. There are several low-level features (e.g., texture [8], color [12] and shape [13]) designed to represent the evoked emotion of visual contents. Recently, convolutional neural networks (CNNs) deliver end-to-end feature learning frameworks, which have been verified to outperform the hand-crafted features on emotion prediction tasks [14], [15].

Meanwhile, visual emotion analysis is challenging compared with conventional vision tasks (e.g., object recognition and detection) due to the following two reasons: hierarchy and complexity of emotions. First, unlike concrete and specific object concepts (e.g., dog, cat, and bird), emotions are not entirely independent of each other in terms of the semantic concept. As shown in Figure 1, there is an obvious hierarchy among the emotional label structure. There exist several fine-grained emotions in each of the polarities (i.e., positive and negative). As the definition in Mikel’s wheel, {amusement, contentment, awe, and excitement} belong to positive sentiment, while {fear, anger, disgust, and sadness} belong to negative sentiment. The emotions with the same polarity are more related in terms of the semantic concept. Nevertheless, existing studies always fail to consider the polarities of emotions for affective image analysis while they are trained in the isolated label space [17]. Second, most of the widely used CNN-based methods depend on the discriminative representation of deep features, especially the representation from fully connected (FC) layers [18]. There exists a latent assumption that the deep features, which perform well in distinguishing semantic information [19], can be utilized to accurately recognize abstract image emotions. However, since the emotion is an abstract concept, deep features lack interpretation for emotions [1] and may be insufficient to describe them. In fact, some literature has revealed that low-level information, such as texture, is an essential element to characterize visual emotion [8], [20]. We aim to capture essential texture information in feature embedding rather than directly using the representation from

Fig. 1. Examples from the Flickr and Instagram (FI) [14] datasets, which contain eight emotion categories as defined in Mikel’s emotion wheel [16]. Obviously, the eight emotions are divided into two parts based on the polarity (i.e., positive and negative). The emotions belonging to the same polarity are more related to each other.
In this paper, we consider the hierarchy of emotion via deep metric learning [21], an approach that is good at constraining the distances between images in the separable space. However, compared with models optimized by softmax loss, the learned features acquired by the deep metric learning method may yield suboptimal results when exploited for classification. To address this problem, we integrate softmax loss and our proposed deep metric learning loss (i.e., adaptive sentiment similarity loss) into a unified multi-task framework. The learned features based on the framework can be simultaneously used for retrieval and classification tasks. In detail, the novel adaptive sentiment similarity loss is proposed to consider the hierarchical relationships among emotion categories, which is an extension of the triplet constraint. In the proposed loss function, the margin (i.e., the threshold value for the distance between dissimilar image pairs) can be adaptively adjusted according to the classification confidence from the softmax layer. In addition, inspired by the Gram matrix [22], we design a sentiment vector that captures sufficient texture information from multiple convolutional layers. The sentiment vector can model the correlations between different feature responses. We use the sentiment vector instead of the FC features to measure the similarity between different affective images, which is more effective and robust in characterizing emotions.

Our contributions are summarized as follows:

- We propose an adaptive sentiment similarity loss derived from triplet loss, taking the relation of emotion labels into consideration. With the assistance of softmax loss, we develop a multi-task framework to simultaneously optimize the retrieval and classification goals. Moreover, we can adjust the hyper-parameter margin in the adaptive sentiment similarity loss based on the classification confidence from the softmax layer.
- We design a sentiment vector capturing the texture information from multi-layers to measure the similarity between affective images in the embedding space. The experimental results on four widely used datasets verify that the proposed framework outperforms the state-of-art methods on both tasks.

Our new improvement compared with the preliminary conference version [1] lies in the following three aspects. (1) The framework is improved by adaptively adjusting the margin between image pairs in the similarity loss based on the classification confidence from the softmax layer. (2) More implementation details are provided, and sufficient visualization results are presented. Moreover, we systematically discuss the trade-off hyper-parameter \( \omega \) in our combined loss function to investigate its sensitiveness. (3) We perform a more comprehensive survey of related work and provide a comparison with more contrastive methods in via experiments.

The rest of the paper is organized as follows. Section II summarizes the related work on affective image analysis and deep metric learning. Section III introduces the proposed method and the unified multi-task framework for affective image retrieval and classification. In Section IV, we present and visualize the experimental results on the popular benchmark datasets. Finally, Section V concludes this paper.

II. RELATED WORK

In this section, we review the affective image analysis methods, including conventional hand-crafted features and CNN-based methods [23], [24], [25], and deep metric learning approaches [26], [27] that are most related to this work.

A. Affective Image Analysis

There are two typical models in the field of emotion studies, including dimensional emotion space (DES) and categorical emotion state (CES) models. DES models represent the sentiment in the two-dimensional valence-arousal (VA) coordinate space [28] or three-dimensional valence-arousal-dominance (VAD) space [29]. Zhao et al. [30] introduce a shared sparse regression model to predict the continuous probability distribution of image emotions in the VA space. By combining the different levels of deep features, Kim et al. [31] produce continuous emotion values in 2-D space. Meanwhile, CES models map emotions into one of the basic classes, such as contentment and fear, etc. Several typical models, including Ekman’s six basic emotions [32] and Mikel’s eight emotions [16], are used in numerous classification [15], [33] and discrete distribution prediction methods [34], [35]. Compared with DES, CES is easy to understand for users. Therefore, we analyze the emotions evoked by images using the CES model in this paper.

1) Hand-crafted Features: In early studies, many methods based on low-level features [8], mid-level representations [36], [37], [30] or high-level features [38] were developed. Low-level holistic features, such as Wiccest and Gabor features, are extracted to classify image emotions [39]. Later, in [40], Lu et al. provide an in-depth analysis for exploring the characteristic of shape features, empirically demonstrating that the proposed features can indeed capture emotions in the images. These low-level visual features are mainly proven to be effective on some small-scale datasets. Compared with low-level features, mid-level features such as attributes are more interpretable. They can bridge the gap between low-level features and high-level emotional information. To easily understand visual features, Wang et al. [41] propose interpretable aesthetic features to describe affective images, such as composition and color patterns. Additionally, various feature combinations inspired by the principle of art are designed in [9]. Further, Yuan et al. [42] introduce the Sentribute based on 102 mid-level attributes and facial expressions for affective image analysis, which is easy to understand and interpret for emotions. High-level features represent the semantic content in images. In [38], 1,200 adjective-noun pairs (ANPs) are developed to describe the sentiment semantic concepts. Each ANP can turn a natural noun into a concept that has strong emotion and is easy to detect. Based on multi-graph learning, Zhao et al. [11] explore the performance of affective image retrieval using different feature combinations, including high-level features from a semantic concept detector.

2) CNN-based Methods: Recently, with the superior capability of deep learning methods for feature learning [43], researchers have aimed to devise deep architectures for the affective image analysis. Many methods have been developed.
for the classification task. DeepSentiBank [44] is constructed as a detector to describe the sentiment semantic concept based on 1,200 ANPs. This representation provides effective statistical cues for recognizing emotions evoked by images. Due to the limitation of training data, most methods aim to incorporate the model weights learned from a large-scale general dataset [45] and fine-tune the state-of-the-art CNNs on the target dataset for the task of image emotion prediction. Xu et al. [18] fine-tune the CNN pre-trained for object classification to recognize the emotions evoked by images. To use web data effectively to realize a more robust network, You et al. [17] develop a novel progressive strategy to learn the CNN framework. They select a potentially cleaner subset of web data to train the model iteratively. Liu et al. [46] use both hand-crafted features and semantic information generated by a CNN to train a classifier for affective images. The experimental results demonstrate that hand-crafted features can effectively supplement the deep features. Ragusa et al. [47] conduct comprehensive experiments to explore the effect of different CNNs and transfer learning on sentiment polarity recognition. To bridge the gap between different affective image datasets, the methods proposed in [48], [49] exploit transfer learning to leverage the learned information from the source domain to the target domain. To further obtain more discriminative features, several studies integrate local and global information into a final representation. Yang et al. [50] propose a weakly supervised coupled convolutional network with two branches. One branch is used to detect a sentiment soft map, while the other is used to couple the sentiment map with holistic deep features for classification. In [51], a multi-level region-based framework is designed to mine the local regions that evoke the emotional response for image classification. Fan et al. [52] evaluate the influence of focal attention on visual sentiment perception and design a DNN model that augmented with channels devoted to the feature of the focal region.

Most existing CNN-based architectures [53] aim to capture more useful information in the feature extraction process. However, in the feature embedding process, it is challenging to balance the complex distribution according to the hierarchy of emotion labels and the variations of intra- and inter-class. In this paper, we develop the adaptive sentiment similarity loss as the metric learning method considering the polarity concept in the embedding space. Then, we incorporate the similarity constraints and softmax loss into an end-to-end architecture. As shown in the experiments, this joint optimization strategy generates more discriminative and robust feature representations for both affective image retrieval and classification tasks.

B. Deep Metric Learning

Metric learning has been widely researched in pattern recognition and image analysis [54]. In the early period, conventional metric learning methods are mainly based on hand-crafted features. Recently, to directly and effectively measure the similarity between two images, deep metric learning has been exploited to map them into a separable space [55] via deep neural networks. Deep metric learning methods have been successfully applied to a diverse range of domains, e.g., face verification [56], [27], image retrieval [57], [58], and person re-identification [59], [60]. Many studies [21], [61], [27] employ CNNs with either pairwise (contrastive) [62] or triplet constraints [63] to learn feature embeddings capturing the semantic similarity among images. To reduce the heavy computational burden, N-pair loss [64] exploits an effective batch construction strategy in the training process. Lifted structure embedding [65] takes full advantage of the training batches by extending the pairwise distances in a mini-batch to the dense matrix. Instead of using similarity constraints alone, some strategies incorporate softmax loss into discriminative feature generation [57], [66]. Center loss [66] is proposed to minimize the intra-class distances of the deep features. Combining center loss and softmax loss can enhance the discriminative power of features for face recognition. In [67], He et al. design a triplet-center loss to minimize the intra-class variations and simultaneously maximize the inter-class distances, while softmax loss is used as an auxiliary loss. Different from the methods based on discrete labels, Kim et al. [68] explore a novel metric learning method based on continuous and structured labels. The method can be used for image retrieval tasks where the label of data is continuous, such as human poses.

A large fraction of trivial pairs selected randomly will not contribute to the loss and gradient. Therefore, to achieve better performance and faster convergence during the training process, quite a few studies focus on the sample mining method [69], [70]. By combining the triplet model and the global structure of the embedding space, a smart mining procedure is introduced in [71]. In addition, Duan et al. [26] design a novel deep adversarial learning method to generate hard negatives from easy negatives to train a more robust model. Zheng et al. [72] exploit linear interpolation to adaptively manipulate the hard level of the synthetic training data to control the training process. In this paper, based on triplet loss, the adaptive sentiment similarity loss is introduced by considering the hierarchical relation in emotions. Other than adopting an essential sampling method proposed in [70], we also adaptively adjust the margin between different samples.

III. METHODOLOGY

We design a unified multi-task framework that is simultaneously optimized by the adaptive sentiment similarity loss and softmax loss for affective image analysis. Figure 2 shows the pipeline of the proposed architecture. The designed sentiment vectors are extracted from multi-layers for adaptive feature embedding.

A. Problem Formulation

In this work, our goal is to simultaneously retrieve and classify affective images through a unified framework. The framework is trained with the joint supervision of the metric learning loss (i.e., adaptive sentiment similarity loss) and classification loss (i.e., softmax loss). Given \( N \) training images \( \{x_i, y^{(i)}\}_{i=1}^N \) of \( C \) categories, \( x_i \) denotes the \( i \)-th training image, and \( y^{(i)} \in \{1, 2, \cdots, C\} \) represents the corresponding
Therefore, we extend the triplet constraint to the sentiment with images of the opposite polarity in the embedding space.

According to the polarity concept involved affective images are subjective, the general relationship is clear.
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The Gram matrix is represented by $\Phi^l \in \mathbb{R}^{K_l \times K_l}$, and $SV$ denotes the sentiment vector. Anc, Rel, Pos, and Neg represent the anchor example, related example, positive example, and negative example, respectively. The weight of margin $\alpha_1$ is denoted by $V^{\alpha_1}$, while the weight of margin $\alpha_2$ is denoted by $V^{\alpha_2}$.
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The Gram matrix $\Phi^l$ in the convolutional layer to measure the distances of different affective images and then adaptively learn feature embedding based on the

Fig. 2. Pipeline of the proposed approach. Given the mini-batches containing images with different emotions, we first generate the sentiment vector from the Gram matrix in the convolutional layer to measure the distances of different affective images and then adaptively learn feature embedding based on the confidence scores in the softmax layer. Our framework is optimized with the joint supervision of the classification loss (i.e., softmax) and similarity loss (i.e., adaptive sentiment similarity loss). In layer $l$, the dimension of each 3-D feature map is $W_l \times H_l \times K_l$, and $M_l = W_l \times H_l$. The Gram matrix is represented by $\Phi^l \in \mathbb{R}^{K_l \times K_l}$, and $SV$ denotes the sentiment vector. Anc, Rel, Pos, and Neg represent the anchor example, related example, positive example, and negative example, respectively. The weight of margin $\alpha_1$ is denoted by $V^{\alpha_1}$, while the weight of margin $\alpha_2$ is denoted by $V^{\alpha_2}$.

emotions. Based on the CNN $F(\cdot, \theta)$ ($\theta$ represents the parameters of the network), these images are embedded into feature vectors by the metric learning loss, which balances the complicated distribution of intra- and inter- class variations. Then, for image $x_i$, we maximize the confidence score $e^{\theta y_i}$ for the ground-truth $y^*_i$ by optimizing the classification loss, which enforces that a distance is maintained between the deep features of different classes. By leveraging the advantages of the metric learning loss and classification loss, we can obtain more discriminative features for both retrieval and classification tasks in the unified end-to-end framework.

**B. Sentiment Metric Learning**

We measure the similarity between affective images by relying on the Euclidean distance $D$ of their feature embeddings that contain texture information with the unit norm:

$$D(x_i, x_j) \mapsto \|SV_i - SV_j\|_2.$$  

$x_i$ and $x_j$ refer to the anchor images from the training set $\Gamma$, while $SV_i$ and $SV_j$ denote the corresponding sentiment vectors containing texture information extracted from multi-level convolutional layers. Although the distances between different affective images are subjective, the general relationship is clear and easy to define. According to the polarity concept involved in emotion labels, the following goal should be well satisfied: images of the same polarity are closer to each other compared with images of the opposite polarity in the embedding space. Therefore, we extend the triplet constraint to the sentiment constraint by taking into account the emotion polarity.

1) **Review on Triplet Constraints:** Existing methods [70] based on triplet constraints always generate mini-batches of triplets, i.e., an anchor $a_i$, a positive example $p_i$ of the same class, and a negative example $n_i$ of a different class. The goal is to pull examples belonging to the same class into nearby points in a manifold space and push examples belonging to different classes apart from each other, which can be expressed as:

$$D(a_i, p_i) + \alpha < D(a_i, n_i), \forall (a_i, p_i, n_i) \in \Gamma,$$  

where $\alpha > 0$ denotes the margin that controls the minimum distance between negative and positive examples. The distances between examples from the same class (i.e., $a_i$ and $p_i$) should be smaller than those from different classes (i.e., $a_i$ and $n_i$) by at least a margin $\alpha$.

2) **Sentiment Similarity Loss:** In general, triplet loss is extensively used as a metric learning method in various tasks. However, there exists a hierarchical relation in the emotion structure, which cannot be directly taken into account in triplet loss. Therefore, it is essential to differentiate examples of different classes with an anchor based on their polarity when learning feature embedding. For instance, Mikel’s eight emotions [16] have four positive (i.e., amusement, contentment, awe, and excitement) and four negative (i.e., fear, sadness, disgust, and anger) emotions. For two emotion categories with the same polarity, one is the related example

$$D(a_i, p_i) + \alpha_1 < D(a_i, r_i), \forall (a_i, p_i, r_i, n_i) \in \Gamma.$$  

where $\alpha_1, \alpha_2 > 0$ represent the margins between different emotion labels. We show the difference between the triplet constraint and sentiment constraint in Figure 3. Based on the sentiment constraint, we propose to minimize the sentiment...
similarity loss function:
\[ L_{stm} = \sum_{i=1}^{N} \left[ D(a_i, p_i) - D(a_i, r_i) + \alpha_1 \right]_+ + \sum_{i=1}^{N} \left[ D(a_i, r_i) - D(a_i, n_i) + \alpha_2 \right]_+ , \]
where \([.]_+ = \max(0, \cdot)\). \(N\) denotes the number of affective images in the training set.

3) Adaptive Sentiment Similarity Loss: Given an image \(x_i\), each confidence score \(c_{ji}^a \in [0, 1]\) can be regarded as the degree of the tendency toward class \(j\). In this paper, we expect that the confidence score on the given ground-truth will be approximately 1. Therefore, we apply a stronger penalization on samples that have a high confidence score for classes other than the ground-truth.

Given a sampled quadruplet consisting of the anchor, positive, related, and negative examples, we aim to adaptively adjust the margins (i.e., \(\alpha_1\) and \(\alpha_2\)) in the sentiment similarity loss guided by the confidence score from the classifier. For \(\alpha_1\), which controls the margin between the anchor-positive pair and anchor-related pairs, we weight it according to the anchor-related pair \((a_i, r_i)\). Specifically, for an anchor \(a_i\) from the \(y^{a_1}\) class and related example \(r_i\) from the \(y^{a_1}\) class, a higher confidence of \(a_i\) w.r.t. the \(y^{a_1}\) class or \(r_i\) w.r.t. the \(y^{a_1}\) class denotes that the pair is harder to separate. Consequently, we assign a higher weight on \(\alpha_1\) resulting in a stronger penalization in the process. We weight \(\alpha_2\), which controls the margin between the anchor-related pair and anchor-negative pair, according to the similarity of the anchor and negative examples guided by the confidence score. Specifically, \(c_{ji}^{a_1}\), denotes the confidence of anchor \(a_i\) w.r.t. the class of the related example \(r_i\). Analogously, we can define \(c_{ji}^{a_2}\), \(c_{ji}^{r_1}\), \(c_{ji}^{r_2}\), and \(c_{ji}^{n_1}\). The weights are formulated as follows:

\[
\begin{align*}
v^{\alpha_1} &= \exp(c_{ji}^{a_1}) \cdot \exp(c_{ji}^{a_2}), \\
v^{\alpha_2} &= \exp(c_{ji}^{r_1}) \cdot \exp(c_{ji}^{r_2}),
\end{align*}
\]

where \(v^{\alpha_1}\) and \(v^{\alpha_2}\) represent the weights of \(\alpha_1\) and \(\alpha_2\) respectively, for each quadruplet example. The values of \(v^{\alpha_1}\) and \(v^{\alpha_2}\) for each quadruplet are adaptively adjusted according to their classification confidence.

Therefore, the adaptive sentiment similarity loss can be formulated as follows:
\[
L_{astm} = \sum_{i=1}^{N} \left[ D(a_i, p_i) - D(a_i, r_i) + v^{\alpha_1} \alpha_1 \right]_+ + \sum_{i=1}^{N} \left[ D(a_i, r_i) - D(a_i, n_i) + v^{\alpha_2} \alpha_2 \right]_+ .
\]

Here, \(L_{astm}\) denotes the adaptive sentiment similarity loss, which is the extension of \(L_{stm}\).

C. Sentiment Vector for Feature Embedding

While many recent studies aim to extract more discriminative high-level semantic features due to the powerful representation capacity of deep learning methods, low-level features such as texture are not well considered in the field of visual emotion. It is has been verified that texture is one of the crucial low-level features for describing image emotion \([8], [73]\). To extract informative representations, we design the sentiment vector derived from Gram matrices in multi-layers. Each element in a Gram matrix represents the inner product of different filter responses in a convolutional layer \([22]\). Therefore, we can obtain both high-level FC features and low-level representations, especially texture, in the framework.

Specifically, we first compute the activation of each convolutional layer \(l \in \{1, 2, \cdots, L\}\) for every image fed into the network. Now that each layer in the network can be regarded as a non-linear filter bank, its response to an image organizes a series of feature maps. Suppose that there are \(K_l\) filters in layer \(l\), so it will generate \(K_l\) feature maps. The size of each 2-D feature map is denoted as \(W_l \times H_l\), where \(W_l\) and \(H_l\) represent the width and height, respectively. In a convolutional layer, many filters result in thousands of elements in the Gram matrix, which leads to massive computational consumption. To reduce the computational burden of the proposed framework, a 1x1 convolution layer is added after feature maps to shrink the size of the Gram matrix. Through the process, the number of 2-D feature maps from layer \(l\) is reduced from \(K_l\) to \(K'_l\).

Layer \(l\), the response of the \(j\)th feature maps at position \(m\) is represented as \(F_{mj}^l\), which forms the matrix \(F^l \in \mathbb{R}^{M_l \times K'_l}\). \(K'_l\) is the number of feature maps in layer \(l\) after dimension reduction and \(M_l = W_l \times H_l\). These feature maps can be aggregated into a 2-D Gram matrix \(\Phi^l \in \mathbb{R}^{K'_l \times K'_l}\), which discards the spatial information that is not needed for stationary texture. Each element \(\Phi^l_{ij}\) of the Gram matrix in layer \(l\) is obtained by computing the inner product between the \(i\)th and
The last FC layer is denoted as $h_{\cdot k}$.

Many studies. The activation value of unit $k$ of the ground-truth, and its effectiveness has been validated in image retrieval and classification.

D. Multi-Task Framework

\[ SV = [Φ_1^V, Φ_2^V, Φ_3^V, ..., Φ_{K_l}^V, Φ_{K_l+1}^V]. \]  

We concatenate the sentiment vector from each layer as so each element captures the correlation between two feature maps.

It is obvious that the Gram matrix is symmetrical, and thus the number of independent elements is $K_l(K_l + 1)/2$. The sentiment vector $SV$ from layer $l$ is designed as follows: 

\[ SV^l = [Φ_{i(1)}^V, Φ_{i(2)}^V, Φ_{i(3)}^V, ..., Φ_{K_l(1)}^V, Φ_{K_l(2)}^V]. \]  

We concatenate the sentiment vector from each layer as $SV = [SV^1, SV^2, ..., SV^l]$. Then the combined sentiment vector $SV$ is normalized to a unit $l_2$ norm to form the feature embedding used in sentiment metric learning.

D. Multi-Task Framework

In the traditional training process for a recognition task, softmax loss is extensively utilized to maximize the probability of the ground-truth, and its effectiveness has been validated in many studies. The activation value of unit $j$ for image $x_i$ in the last FC layer is denoted as $h_{i(j)}^{(l)}$, where $j \in \{1, 2, ..., C\}$. The probability of $y^{x_i} = j$ is denoted by $c_{j}^{x_i}$, representing the confidence toward the corresponding class:

\[ c_{j}^{x_i} = \frac{\exp(h_{i(j)}^{(l)})}{\sum_{k=1}^{C} \exp(h_{i(k)}^{(l)})}. \]  

Then, the network is optimized by minimizing softmax loss:

\[ L_{cls} = -\frac{1}{N} \left[ \sum_{i=1}^{N} \sum_{j=1}^{C} I(y^{x_i} = j) \ln c_{j}^{x_i} \right], \]  

where $I(\delta) = 1$ if the condition $\delta$ is true; otherwise, it is 0.

Softmax loss can be regarded as the sum of the negative log-likelihood on the whole training dataset \( \{x_i^{N}\}_{i=1} \). It penalizes the classification error for each category equally and thus overlooks the hierarchy of emotion labels. Therefore, given the quadruplets and the labels of images as input, we explicitly train the unified framework by optimizing the classification and adaptive sentiment similarity losses. While softmax loss cannot shorten the intra-class distance, the similarity loss can effectively supplement it. Meanwhile, softmax loss can guide the similarity loss to differentiate different classes. The total loss function is integrated with two losses via a weighted combination:

\[ L_{total} = (1 - \omega)L_{cls} + \omega L_{astm}, \]  

where $\omega$ is the weight to control the trade-off between the two loss functions. Algorithm 1 summarizes the overall learning procedure of the proposed multi-task framework.

IV. EXPERIMENTAL RESULTS

In this section, we conduct extensive and thorough experiments to validate the effectiveness of our multi-task framework for affective image analysis. Specifically, based on the sentiment vector from Gram matrices, our learned feature embeddings for affective image retrieval outperform the state of the art on four datasets. Meanwhile, our framework also achieves promising classification performance compared with several baseline methods.

A. Datasets

We conduct the experiments on four datasets, including Flickr and Instagram (FI) [14], Subset A of IAPS (IAPSa), the Artistic dataset (ArtPhoto) and Abstract Paintings (Abstract) [8]. FI is obtained from Flickr and Instagram by querying with Mikel’s eight emotions as keywords resulting in 90,000 noisy images. Ultimately, a total of 23,308 images receive at least three agrees according to the labels annotated by 225 Amazon Mechanical Turk workers. The International Affective Picture System (IAPS) [74] is an emotion evoking image set in the psychology domain that is widely exploited in affective image analysis research, from which IAPSa is constructed, which includes 395 images annotated with the same eight emotion categories. ArtPhoto contains 806 artistic photographs from a photo sharing site, whose emotion labels rely on the artist that uploads the photo. Abstract consists of 228 peer rated abstract paintings that contain plentiful color and texture characteristics.

B. Implementation Details

The developed framework is based on GoogLeNet-Inception-v3 [75] rather than Inception-v1 [76] used in our earlier work [1]. First, we transfer the weights trained on the large-scale dataset [45] to the framework, and then fine-tune on

\[ \omega \]  

We have 22,713 manually labeled images as some images no longer exist on the Internet.

Algorithm 1 Training the multi-task framework for affective image retrieval and classification.

Input:

The training set $\Gamma = \{x_1, x_2, ..., x_N\}$

Output:

The learnable parameters $\theta$ of the multi-task neural network $F(\cdot, \theta)$

1: Initialize the framework $F(\cdot, \theta)$ with a pre-trained CNN.
2: repeat
3: Feed training images through the CNN model from the first layer to the last convolutional layer.
4: Compute sentiment vector ($SV^l$) generated from the Gram matrix in convolutional layer $l$.
5: Concatenate $SV^l$’s from each convolutional layer and normalize them using the $l_2$ norm.
6: Sample quadruplet images $(a_i, p_i, r_i, n_i)$, and compute their confidences for each category in the classifier.
7: Adaptively weight the margins $\alpha_1$ and $\alpha_2$ based on confidence scores.
8: Compute the total loss, summing the classification loss and adaptive sentiment similarity loss.
9: Backpropagate the gradients, and update the learnable parameters.
10: until Converge

\[ j^{\text{th}} \text{ vectorized feature maps:} \]

\[ \Phi_{ij}^l = \sum_{m=1}^{M_l} F_{mi} F_{mj}^{l}, \]  

so each element captures the correlation between two feature maps.

where $I(\delta) = 1$ if the condition $\delta$ is true; otherwise, it is 0.
the FI dataset. The dataset is split randomly into 80% training, 5% validation and 15% test sets. During the training process, the original images are resized to 356×356, followed by a center 299×299 cropping. We initialize the learning rate as 10−3, and reduce it one-tenth every 30 epochs. We fine-tune all layers by stochastic gradient descent (SGD) throughout the whole net using batches of 32. A total of 100 epochs are run to update the parameters, which is sufficient for our framework to converge. The margin α in triplet loss is set to 0.2, and the base margins α1 and α2 in the proposed similarity loss are set to 0.2 and 0.1, respectively. We set the weight ω as 0.2, and detailed discussions regarding its sensitivity are given in the following subsection. The feature dimension for triplet loss is 2048. The dimension of the sentiment vector from the last convolutional layer in each stage is 136, using 16 filters with a kernel size of 1×1. After concatenating the vectors from five stages, we obtain a total of 680-dimensional features as embeddings. We conduct all our experiments on two NVIDIA GTX 1080 GPUs. In addition, we also evaluate our framework on three small datasets that have limited training images with the assistance of transfer learning. Specifically, we fine-tune the framework trained on the FI dataset using the small-scale datasets, which are randomly split into 80% training and 20% test sets. We conduct 5-fold validation and report the average performance.

C. Baseline

In this subsection, we evaluate the proposed framework against the state-of-the-art methods for affective image analysis including retrieval and classification. We compare our framework with different algorithms, including methods using hand-crafted features and deep features.

1) Hand-crafted Features: We extract three low-level features including local descriptors such as SIFT [77], HOG [78], Gabor [79] and ORB [80]. We also use a concept detector library based on the constructed ontology, named SentiBank [38], to utilize the 1,200-dimensional ANP features as the high-level representation.

2) Deep Models: The 2,089-dimensional features of DeepSentiBank [38] and 4,342-dimensional features of MVSO [81] are exploited as deep features. In addition, we pay attention to the performance of deep features of CNN models trained with different constraints, and a variety of architectures are also evaluated in our experiments, i.e., AlexNet [82], VGGNet [83], GoogLeNet-Inception-v1 [76], and GoogLeNet-Inception-v3 [75]. All of the depicted models are initialized with weights from architectures pre-trained on the ImageNet and fine-tuned on the affective datasets, where softmax loss is employed for optimization. We report the results of using features extracted from the last FC layer. Meanwhile, we also present the performance when using feature postprocessing methods, such as CroW [84] and R-MAC [85], which are proposed for image retrieval. The feature dimensions of different architectures are shown. Additionally, we present the performance of the CNN that directly employs the similarity loss (e.g., triplet loss [70], N-pair loss [64], binomial deviance [86], lifted structure loss [65], SoftTriple [87], and FastAP [88]) for learning the affective image representation, and the model
joins the optimized by softmax loss and triplet loss [70].

D. Evaluation

Given a query image, we expect to retrieve the images that have a similar emotion, which is measured by the Euclidean distance of the feature representations in the embedding space. For the FI dataset, each image in the test set is used as the query to search the samples with a similar emotion among the training images. Following [11], we use each image to retrieve the positive samples from the remaining ones when evaluating the framework on the three small datasets. We employ the following universal measurements for the retrieval task in our experiments. Nearest neighbor rate (NN) calculates the precision of the sample that ranks first in the returned list. First tier (FT) and second tier (ST) are defined as the recall of the top-n and top-2n returned results, respectively, where n denotes the number of relevant images in the retrieval database. The mean precision of the retrieval results is defined as the mean average precision (mAP). In detail, we consider the mean precision of eight specific emotion categories (i.e., mAP8) and the mean precision of the two polarities (i.e., mAP2) simultaneously. Since the frontal results are given more attention, the discounted cumulative gain (DCG) is designed to measure the results with a higher weight appended to positions that are more frontal. F1 is a measure of accuracy and is defined based on the values of the precision and recall. Average normalized modified retrieval rank (ANMRR) considers the ranking order of relevant samples in the returned results. All the measurements range from 0 to 1. A lower value of ANMRR indicates better performance, while a higher value of the other measurements represents better performance.

E. Results on Large-Scale Datasets

First, we evaluate the proposed method against different algorithms on the most popular and largest manually annotated dataset (i.e., FI) [14].

1) Affective Image Retrieval: We conduct experiments for evaluating the retrieval performance using different methods on the test set of the FI dataset. As shown in Table I, the low-level generic local features, including SIFT, HOG, and Gabor, obtain poor performance due to the lack of capacity to represent emotions. The representations extracted from SentiBank, DeepSentiBank and MVSO achieve similar results. They only outperform the performance of low-level features by a small margin. The CNN models trained for affective image classification exhibit significantly improved retrieval performance compared with those trained for object classification, since the models have learned affective-level discriminative representations. It is observed that the more advanced Inception-v3 architecture pre-trained for affective image classification achieves much better performance than Inception-v1, which was utilized in our earlier work [1]. After feature weighting and pooling, Crow and R-MAC exhibit improved performance on all the metrics compared with the FC feature learned only by softmax loss. Moreover, a metric learning method, such as triplet loss, is shown to perform better than softmax loss on affective image retrieval. This is mainly because metric learning focuses more on the distance between feature points in the embedding space.

With the joint supervision of softmax loss and triplet loss, the model can learn features guided by the goals of inter-class dispersion and intra-class compactness. The effectiveness in the retrieval task is further promoted. By introducing the
sentiment vector capturing texture information as well as the adaptive sentiment similarity loss, our proposed method improves mAP_8 and mAP_2 by a large margin. Additionally, we also report the performances of the networks optimized by the recently proposed metric loss functions (i.e., N-pair loss, center loss, binomial deviance, lifted structure loss, SoftTriple, and FastAP), which also fail to outperform the combined loss consisting of softmax and our adaptive sentiment similarity losses.

We also show our top-5 retrieval results from the FI dataset in Figure 4, which demonstrate the obvious effectiveness of our designed framework for affective image retrieval. As shown in Figure 4(a), our method has obvious superiority compared with directly using triplet loss. For the first two query images, our method can clearly measure the similarity between affective images based on high-level semantics. However, the network only based on triplet loss obtains incorrect results in the retrieved top-5 images, although their hues are close to those in the query images. Additionally, there are images of opposite polarity to the query in the top-5 retrieval results. In contrast, the similarity loss considering the hierarchical structure in emotion, as well as softmax loss, improves the discriminant ability of features. Figure 4(b) presents the retrieval results obtained using FC features and sentiment vectors based on our proposed combined loss function. Although the top-5 retrieved images are all correct, we can retrieve an image whose texture information is closer to the query based on the proposed sentiment vectors compared with FC features.

In Figure 5(a), there are three failure cases in the top-5 retrieved samples for the query image. After viewing the query, both fear and disgust emotions are evoked in people, which leads to retrieved images from the ‘disgust’ category. In fact, a single label may be insufficient to describe the emotion in an image, which is called the ambiguity of emotion. In the future, a significant direction will therefore be studying how to retrieve images based on the similarity of an emotion distribution rather than a single label. For the query image in Figure 5(b) from the ‘contentment’ category, the retrieved image ranking fifth belongs to the ‘excitement’ category. We can observe that the background of the retrieved image evokes the contentment emotion, while the jumping person presented in a small region of the image evokes the excitement emotion. However, the jumping person could draw more viewers’ attention compared with the background. We surmise that the attention mechanism can be introduced into our method to tackle this problem in the future. The label of the retrieved image ranking second in Figure 5(c) is contentment, but it has high similarity with the query. It might be mislabeled according to our observation, so high-quality affective datasets are also desired in the field of visual emotion analysis.

2) Affective Image Classification: We also present the classification results of different methods on the FI dataset in Table I. The CNN-based deep features outperform the hand-crafted local descriptors since they can learn a more discriminative representation to classify image emotions. Meanwhile, the models with a deeper structure can achieve better performance. The model optimized with only triplet loss obtains worse results than those fine-tuned by softmax loss, as the deep metric loss is more adequate for retrieval than it is for classification. However, softmax loss and the triplet loss can promote each other, resulting in the more discriminative framework, in which the accuracy improves by approximately 1%. Our algorithm further outperforms the fine-tuned CNN models by an approximately 3% improvement.

3) Influence of Hyper-parameters: We systematically analyze the influence of hyper-parameter $\omega$ in Equation 12, where $\omega$ controls the relative importance between the similarity loss and softmax loss. In the optimization function, the larger the value of $\omega$ is, the more important the similarity constraint term is. We illustrate how $\omega$ influences the performance of the total loss using three metrics on the FI dataset (i.e., ‘Accuracy’ for classification and ‘mAP_8’ and ‘mAP_2’ for the retrieval task). Since the two losses are mutually related, we consider the results for $\omega$ ranging from 0.1 to 0.9. This ensures that the two constraints simultaneously exist in our framework. As shown in Figure 6, we present the performance in terms of the three metrics when $\omega$ is set to different values. From the results, we can make the following observations: (1) Compared with
TABLE II
Ablation study on the FI dataset. Here, ‘*’ and ‘●’ denote using different sampling methods (i.e., random sampling, hard sampling, and semi-hard sampling). ‘SENTI’ denotes sentiment similarity loss, while ‘ASENTI’ denotes adaptive sentiment similarity loss. Different embeddings are employed to represent sentiments, i.e., fully connected (FC) layers and sentiment vectors (SVs). The results in blue font in the penultimate row are obtained using the method in our conference version, while results in red font in the last row are obtained using our new method proposed in this paper.

<table>
<thead>
<tr>
<th>Loss Function</th>
<th>Feature</th>
<th>Acc. (%)</th>
<th>mAPₘ</th>
<th>mAPₐ</th>
<th>FT</th>
<th>ST</th>
<th>NN</th>
<th>DCG</th>
<th>ANMRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Softmax</td>
<td>FC</td>
<td>65.52</td>
<td>0.5756</td>
<td>0.7336</td>
<td>0.5429</td>
<td>0.6915</td>
<td>0.6399</td>
<td>0.7431</td>
<td>0.3154</td>
</tr>
<tr>
<td></td>
<td>SV</td>
<td>67.82</td>
<td>0.7138</td>
<td>0.9083</td>
<td>0.6739</td>
<td>0.7759</td>
<td>0.6602</td>
<td>0.8127</td>
<td>0.2221</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>66.14</td>
<td>0.6678</td>
<td>0.7840</td>
<td>0.6316</td>
<td>0.7666</td>
<td>0.6554</td>
<td>0.7979</td>
<td>0.2377</td>
</tr>
<tr>
<td></td>
<td>SV</td>
<td>66.83</td>
<td>0.6794</td>
<td>0.7837</td>
<td>0.6352</td>
<td>0.7715</td>
<td>0.6713</td>
<td>0.8070</td>
<td>0.2350</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>67.40</td>
<td>0.6908</td>
<td>0.8956</td>
<td>0.6453</td>
<td>0.7696</td>
<td>0.6406</td>
<td>0.8071</td>
<td>0.2247</td>
</tr>
<tr>
<td></td>
<td>SV</td>
<td>67.82</td>
<td>0.7138</td>
<td>0.9083</td>
<td>0.6739</td>
<td>0.7759</td>
<td>0.6602</td>
<td>0.8127</td>
<td>0.2221</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>67.89</td>
<td>0.7259</td>
<td>0.9135</td>
<td>0.6808</td>
<td>0.7841</td>
<td>0.6713</td>
<td>0.8088</td>
<td>0.2118</td>
</tr>
<tr>
<td></td>
<td>SV</td>
<td>67.65</td>
<td>0.7245</td>
<td>0.9079</td>
<td>0.6713</td>
<td>0.7821</td>
<td>0.6666</td>
<td>0.8070</td>
<td>0.2133</td>
</tr>
<tr>
<td></td>
<td>FC</td>
<td>68.37</td>
<td>0.7319</td>
<td>0.9192</td>
<td>0.6966</td>
<td>0.7892</td>
<td>0.6727</td>
<td>0.8197</td>
<td>0.2100</td>
</tr>
</tbody>
</table>

TABLE III
MAP₀ results obtained using a fixed margin and an adaptive margin. The experiments are independently repeated five times.

<table>
<thead>
<tr>
<th>Method</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed margin</td>
<td>0.7062</td>
<td>0.7140</td>
<td>0.7236</td>
<td>0.7190</td>
<td>0.7138</td>
</tr>
<tr>
<td>Adaptive margin</td>
<td>0.7253</td>
<td>0.7284</td>
<td>0.7323</td>
<td>0.7265</td>
<td>0.7319</td>
</tr>
</tbody>
</table>

Fig. 7. Visualization of feature embeddings optimized by different constraints. Each point represents an image in the test set of FI. Different emotion labels are distinguished by different colors. (a) and (b) show the feature space when using the FC feature learned by softmax loss and the combined loss respectively, while (c) presents the feature space when using the sentiment vector learned from our framework. It is observed that our framework can separate the images from different emotion categories more effectively.

4) Triplet Sampling Methods: We consider the triplet sampling methods in our experiments because there exist $O(N^3)$ candidate triplets in $N$ training images. It is significant for the network to employ an effective triplet sampling method, which can contribute to rapid convergence and competitive performance. Given the anchor image, selecting the triplets randomly (i.e., random sampling) during training always leads to slow convergence and suboptimal results. Adopting the hard sampling method may lead to poor training since there are mislabeled and poor quality images among the hardest samples. Inspired by [70], we utilize the semi-hard sampling method, in which every positive sample is taken into account and the semi-hard negative samples are randomly selected in a mini-batch. Moreover, the semi-hard sampling method results in $O(N^2)$ triplets. More importantly, it makes the network converge quicker compared with the hard sampling, so we employ the semi-hard sampling in our experiments.

5) Ablation Study: To obtain thorough insight into our architecture, we further examine the advantage of each component through ablation experiments on the FI dataset. In Table II, the retrieval and classification results obtained using the feature representations extracted by models trained with different loss functions are presented. Compared with softmax loss, the metric learning constraints (e.g., triplet) perform better in the affective image retrieval task. In contrast, their classification performance is inferior to the model with only the supervision of softmax loss, which demonstrates the superiority of softmax loss in discrimination of different classes. The performance on both tasks is obviously improved by integrating the softmax loss and the triplet loss in the training process. It is worth mentioning that the semi-hard sampling shows superiority compared with random sampling and hard sampling.

The model with the joint supervision of softmax loss and our sentiment similarity loss further improves the performance of retrieval, especially the 10% improvement in mAP₂, which demonstrates that our proposed loss can effectively capture the polarity of emotion. Moreover, the improvement of polarity discrimination promotes the framework to generate more dis-
To provide convincing and insightful results for affective image analysis, we visualize the distribution of features learned from different methods using t-SNE [89]. As shown in Figure 7, the features are mapped into a 2-D space. Each point represents a test image of FI (3,406 images in total), and the perplexity of t-SNE is set to 50. The feature embeddings learned from our framework are consistently better separated than the ones learned from the conventional softmax loss and the ones learned from deep learning [37]. The hierarchical structure of emotional classes is significant for image emotion representation. Therefore, our method is sensitive to sentiment polarity, which is essential to affective image retrieval.

We also calculate the distance between different class clusters to verify that the classes of the same polarity are closer to each other in our learned embedding space. The mean of each feature embedding for the same class is regarded as the class cluster centroid. Each element of the symmetric matrices in Figure 8 represents the distance in Euclidean space between the centroids of different class clusters. Figure 8(a) shows the results calculated using the 2,048-dimensional features learned by softmax loss, while Figure 8(b) shows the results calculated using the 680-dimensional features of our method. In Figure 8(a), the distances between different emotional classes do not show a significant difference. The hierarchy of the label is not reflected. As can be seen in Figure 8(b), it is quite obvious that the distances between the emotional classes from the same polarity are smaller than those from different polarities. Therefore, our method is sensitive to sentiment polarity, which is essential to affective image retrieval.

To thoroughly verify the effectiveness of using the adaptive margin in our method, we conduct statistical significance analysis for the results obtained using the fixed margin and the adaptive margin, respectively. The experiments on mAPs are repeated five times as shown in Table III. Based on the two groups of data, we use one-way analysis of variance (one-way ANOVA) to conduct a significance test. The null hypothesis is that the difference between the two groups of results is not significant. The pre-specified significance level is set to 0.05, which indicates a 5% risk of concluding that a difference exists when there is no actual difference. The significance level of our test is $p$-value $= 0.0039 < 0.05$. Therefore, the null hypothesis should be rejected. The results between using the fixed margin and adaptive margin show a significant difference.
**Abstract**

Guidance of the confidence score from the softmax layer to margin in the similarity loss can adaptively adjust under the similarity loss considering the polarity of emotion. The multi-task framework that is jointly optimized by softmax and into the deep metric learning method and develop a unified photos, presenting a robust performance.

Our method also shows favorable results on the Abstract dataset, relatively better performance is achieved on IAPSa. In this case in the third place. Due to the smaller gap with the FI category, which results in the failure belonging to ‘Amusement’ in ArtPhoto have an obvious gap for the query image from the three small datasets. The images considerably contribute to the substantial improvement. In Figure 10, we show the top-3 retrieval results of the sampled query images from small-scale datasets based on the proposed method. The images in different color boxes belong to different emotion categories.

**F. Results on Small-Scale Datasets**

We also conduct comparison experiments with several other state-of-the-art methods on three widely used small-scale affective datasets, and the performances in retrieval and classification are shown in Figure 9. In the IAPSa and Abstract datasets, there are only 8 and 3 images in the ‘anger’ category, respectively. Therefore, we remove the images of the ‘anger’ category in the two datasets since they are not sufficient to perform 5-fold cross validation. The CNN-based methods outperform the conventional algorithm relying on hand-designed features in both retrieval and classification tasks due to the discriminative representation of deep features. Meanwhile, our framework achieves the best performance with the limited training samples, which demonstrates the generalization ability of the proposed method. Specifically, our method has a very substantial superiority to Inception-v3 pre-trained with softmax loss on the Abstract dataset consisting of color and texture. The sentiment vectors that can capture texture information considerably contribute to the substantial improvement. In Figure 10, we show the top-3 retrieval results for the query image from the three small datasets. The images belonging to ‘Amusement’ in ArtPhoto have an obvious gap with those in the FI dataset, which results in the failure case in the third place. Due to the smaller gap with the FI dataset, relatively better performance is achieved on IAPSa. Our method also shows favorable results on the Abstract dataset consisting of abstract paintings rather than natural photos, presenting a robust performance.

**V. Discussion and Future Work**

In this paper, we incorporate the hierarchy of emotion labels into the deep metric learning method and develop a unified multi-task framework that is jointly optimized by softmax and adaptive sentiment similarity losses. Specifically, we design the similarity loss considering the polarity of emotion. The margin in the similarity loss can adaptively adjusted under the guidance of the confidence score from the softmax layer to apply a stronger penalization on image pairs that are difficult to separate. To extract an informative texture representation, we design the sentiment vector as feature embedding, which is generated from the Gram matrices in multi-layers. Extensive experiments demonstrate that the proposed method performs favorably against the state-of-the-art algorithms on four widely used affective datasets.

An image can evoke multiple emotions. To rank the retrieved images more reasonably, it is significant to measure the emotional similarity based on the emotion distribution. In addition, the emotional stimuli in a small region may determine the dominant emotion of one image. Therefore, determining how to take local information into consideration for affective image retrieval and classification is also worth studying. Due to the limitation of the available datasets, we can only study affective image retrieval based on the datasets built for the classification task. In general, these datasets are coarse (i.e., eight categories in Mikel’s wheel) for retrieval, so the intra-class variation is always large. Therefore, it is worth constructing a dataset with fine-grained categories for the affective image retrieval task. In the future, it is likely that affective image retrieval can be applied to some specific domains, such as interior decoration, fashion analysis, and product design.
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